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Genome Data is only one 
component of the Expansion



PhenomeData

ÅDiverse types
ÅClinical Observation

ÅClinical Laboratory

ÅImaging

ÅRegistry

ÅBiospecimens

ÅReference

ÅDistributed sources
ÅResearch Center

ÅCare Delivery Setting
ÅHospital

ÅPractice

ÅLaboratory

ÅRegistry

ÅIndustry

ÅConsumer



Lu,  Advanced Drug Delivery Reviews 2010



http://www.engadget.com/2014/01/17/google-health-smart-contact-lenses-diabetes/

DƻƻƎƭŜΩǎ άǎƳŀǊǘέ Contact Lens to measure 
glucose levels



Source:  www.ihs.comWorld Market for Telehealth ς2014 Edition

shipmentsof telehealth devices grow to about 7 million by 2018

cardiovascular diabetes fitness

Real time consumer data: the nextBig Data Challenge

http://www.ihs.com/


4th Paradigm Science
ÅA new method of pushing 

forward the frontiers of 
knowledge, enabled by new 
technologies for gathering, 
manipulating, analyzing and 
displaying data. 

ÅComplementing 
data-generating science with 
data-driven science

ÅEcumenical 
ÅAstronomy
ÅPhysics
ÅEconomics
ÅClimate
ÅGenomics

ÅTransdisciplinary
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Data Scientist: The Sexiest Job 
of the 21st Century

October 2012

by Thomas H. Davenport and D.J. Patil



Data Science is increasingly the driving force/
rate-limiting step in biomedical problem solving

Genome Biology12: 125 (2011)



Building a Data Science
research platform



Traditional Research Platforms
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one size does not fit allé



different users, different 

approachesé



The ASU NGCC Data Science platform
an elemental whole composed of:

ÅPhysical Capacity
ÅUltra-high bandwidth 

Networks

ÅLarge-scale storage

ÅMulitple ñflavorsò of 
computation

ÅLogical Capabilities
ÅSoftware

ÅMetadata

ÅSemantics

ÅHuman Resources
ÅTransdisciplinary Teams

16



NGCC Physical Infrastructure

Data Reservoir

ScratchSpace

Big Data

Transactional

HPC SMAHPC parallel

High Speed Connectivity



Utility

M1000e Chassis
20 M420 Blade Servers

Intel® Xeon® Processor E5-2430 

(15M Cache, 2.20 GHz, 7.20 GT/s Intel® QPI)

(40S, 240C, 640Thread)

32GB DDR3 Memory

2*200GB SSD RAID 0

2 16GB FC Controllers for SAN

Brocade 6505 FC Fabric 16G

2 Force 10 MXL 10/40Gbe

Dual Flex IO Modules (iSCSI)

64 Internal 10 Ports

Bright Cluster Manager

CMC/OM/ iDRAC



Utility

TRANSACTIONAL CLUSTER COMPONENT 
IS BUILT FROM A 20 NODE CLUSTER 

OFFERING 240 CORES, 640GB OF DDR3 
AND 40-200GB SOLID STATE DRIVES IN 

AN M1000E CHASSIS WITH 40GBE 
UPLINK CONNECTS, CONVERGED 
NETWORK ADAPTERS FOR ISCSI 

OFFLOAD. 

HA STORAGE 

HIGHLY AVAILABLE COMPELLENT 
STORAGE WITH CLUSTERED NAS/NFS/
CIFS CAPABILITIES, 30 ENCLOSURES 
WITH 12-3TB (360) 7.2K DRIVE, 1PB 

REPLICATED TO 2PB CAPACITY ARRAY VIA 
FCIP FABRIC EXTENSION BRIDGE.

1080TB
 

HIGHLY AVAILABLE COMPELLENT 
STORAGE CONSISTING OF 21 

ENCLOSURES WITH 12- 4TB (252) 7.2K 
DRIVES. REPLICATION TARGET FOR 
PRIMARY ETL INGESTION ARRAY.

1008TB

16GB FC SAN 

Connection(s)



HPCC

                                                                        

100 NODE / 800 CORE CLUSTER WITH 

32GB MEMORY PER NODE CONNECTED 

VIA INFINIBANC QDR INTERCONNECTS. 

CLUSTER HAS 250TB OF FAST 

SCRATCH STORAGE SPACE IN THE 

LUSTRE FILE SYSTEM. A HIGH SPEED 

40GBE INTERCONNECT TO THE 

SUPPORTING ENVIRONMENT IS 

PROVIDED.

(2) R620 + MD3260 NSS 4.5 
(1) R210 TERASCALA HSS 
Mgmt. Node
(1) PCT 5548 HSS4.5 Mgmt. 
Switch
(1) R320 CIFS Gateway
(3) R320 ISB Storage Bridge 
Servers
Intelligent Storage Bridge
(1) R620 TERASCALA MetaData 
Servers 
MD3220 Storage
OSS Pair / MD32XX (HSS 
Expansion)
(1) R620 TERASCALA OSS 
MD3260 Storage
(2) R720 GPU Node w/ 2x 
NVIDIA K20
(2) R620 Head Nodes
(1) R620 Login Node/ KMM
(4) M1000e
(16) M620 Compute Nodes
(256 cores/Chassis)
(2) Force10 MXL Switch
(1) M4001T IB







Internet 2

HPC

SDNOpenFlow

GPU/
Phys.

Spark

OpenStack

Hybrid CloudH

Hadoop

Applications/RaaS



Capacity

Context
Å Ontologies

Å Data 
Elements/
Information
Models

Å Middleware

Transact
ω Clinical

Research

ω Life 
Science
Research

ω Qualitative 
Research 

Data
Resources
Å File System
Å Relational
Å Key/Value

Analytic
ω General

Purpose

ω Genomic

ω Big Data

Data Reservoir

ScratchSpace

Big Data

Transactional

HPC SMAHPC parallel

High Speed Connectivity

NGCC Data Science Research Platform
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Data Reservoir

ScratchSpace

Big Data

Transactional

HPC SMAHPC parallel

High Speed Connectivity

Content

Å CRF

Å Instrument

Å EHR

Å Document

Å Filing

Å Practice 

Guidelines

Å Physician

Experience

Å Web site

Å Wiki

Å Media

Å Social

media
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