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Human Genome Seguence Data Is
Growing Exponentially

Output Skyrocketing

Number sequenced

1,000,000 - 1 million human
genome; - genomes sequenced
sequenced _
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This figure of 30,000 comes L
from a Nature estimate
and excludes genomes
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The cure for cancer must be In ther
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Genome Data is only one
component of the Expansion

phenome

genome
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PhenomeData

ADiverse types
AClinical Observation
AClinical Laboratory
Almaging
ARegistry
ABiospecimens
AReference

ADistributed sources
AResearch Center

ACare Delivery Setting
A Hospital
A Practice
A Laboratory
ARegistry
Alndustry
AConsumer
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D22 3f S Q&ontact DehsKdmeasure
glucose levels

«— Soft contact lens
encapsulates electronics

(/W/ «———— Sensor
% detects glucose in tears

— Chip & antenna
receives power and sends info
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http://www.engadget.com/2014/01/17/googlehealth-smartcontactlensesdiabetes/



Real time consumer data: timextBig Data Challenge
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shipmentsof telehealth devices grow to about 7 million by 2018

Source: www.ihs.comWorld Market for Telehealtlq 2014 Edition



http://www.ihs.com/

4th Paradigm Science

A A new method of pushing +
forward the frontiers of v
knowledge, enabled by new .
tech_nolog%ges for gathering,
manipula wag, analyzing and
displaying data.

AComplementing _
data-generating science with
data-driven science

A Ecumenical

r
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A Astronomy

A Physics PARADIGM
A Economics

A Cllmate DATA-INTENSIVE SCIENTIFIC DISCOVERY
A Genomics

A Transdisciplinary



Efi Harvard
Business
Review

October 2012

Data Scientist;: The Sexiest Job
of the 21st Century

by Thomas H. Davenport and Bdatil



Data Science is increasingly the driving force/
rate-limiting step in biomedical problem solving

Future
ly 2010)  (Approximasely 2020)

Genome Biology2: 125 (2011)



Building a Data Science
research platform



Traditional Research Platforms
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Copyrighted Material

THE RIGHT APPROACH
THIS IS A CLASSIC
THE CORRECT APPROACH TO APPLICATION FOR
ANY SITUATION IS, BY THE "SWANSON
AMAZING COINCIDENCE, WEIGHKTED CASH
THE ONLY APPROACH YOU FLOW ANALYSIS)’
KNOW. WHICK I KNOW
l SO WELL.  (__
@ @
NO, NO, WE BAH! WE JUST LISTEN TO ME, PEOPLE!
NEED TO BUILD  NEED TO KICK WE MUST STICK THEM
A COMPUTER  SOME HINEYS, WITH QUILLS - IT'S
MODEL. THAT'S ALL. THE ONLY WAY !
! $
e

BUILD A BETTER LIFE BY STEAUNG OFFICE SUPPLES Dogbert’s B Book of Business 103



The ASU NGCC Data Science platform
an elemental whole composed of:

APhysical Capacity

A Ultra-high bandwidth
Networks

A Large-scale storage
AMulitplefif | avor s |

PALUSEDSIRIGRSRAL

grpasy

computation EE=S
ALogical Capabilities | | ~ ;Qh oy
A Software ) Qgetc%&c
A Metadata nnectlon
A Semantics E - “st~ _
| L4 tement. ex

AHuman Resources
A Transdisciplinary Teams
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NGCC Physical Infrastructure

Data Reservoir

I High Spea@diConnectivity s
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Utility

20M420Blade Servers
Intel® Xeon® Processd-F430
(15M Cache2.20GHz7.20GT's Intel® QRI
(40s, 240C, 640Thread
32GB DDR3 Memory
2*200GB SSD RAIDO
2 165B FC Controllers for SAN
Brocade6505FC Fabrid 6G
2 ForcelOMXL10/40Gbe
Dual Flex 1O ModulgsSC3I
64 Internal10Ports
Bright Cluster Manager
CMCOM/IDRAC

I
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I
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TRANSACTIONAL CLUSTER COMPONENT I
IS BUILT FROM A 20 NODE CLUSTER
OFFERING 240 CORES, 640GB oF DDR3 I
AND 40-200GB SOLID STATE DRIVES IN
AN M1000E CHASSIS WITH 40GBE I
UPLINK CONNECTS, CONVERGED
NETWORK ADAPTERS FOR ISCSI
OFFLOAD. I

|
\:5:.’; Bright Compufing

/

—<- —— = 16GB FC SAN
Connection(s)

HIGHLY AVAILABLE COMPELLENT
STORAGE WITH CLUSTERED NAS/NFS/
CIFS CAPABILITIES, 30 ENCLOSURES
WITH 12-3TB (360) 7.2K DRIVE, 1PB
REPLICATED TO 2PB CAPACITY ARRAY VIA

HIGHLY AVAILABLE COMPELLENT
STORAGE CONSISTING OF 21
ENCLOSURES WITH 12- 478 (252) 7.2K
DRIVES. REPLICATION TARGET FOR

FCIP PRIMARY ETL INGESTION ARRAY.
FABRIC EXTENSION BRIDGE. 1008TB

1080TB




(2) R620+MD3260NSS1.5
(1) R10TERASCALA HSS
Mgmt. Node

(1) PCT548HS4.5 Mgmt.
Switch

(1) RB20CIFS Gateway

(3) R3201ISB Storage Bridge
Servers

Intelligent Storage Bridge
(1) R620TERASCALA MetaD4
Servers

MD3220Storage

OSS PairMD32XX(HSS
Expansioh

(1) RB20TERASCALA OSS
MD3260Storage

(2) RT20GPU Node n2x
NVIDIA RO

(2) Re20Head Nodes

(1) R620Login Nodé KMM
(4) M100Ce

(16) M620Compute Nodes
(256coregChassis

(2) ForcelO MXL Switch

(1) M4001T 1B

HPCC

100 NODE / 800 CORE CLUSTER WITH

32GB MEMORY PER NODE CONNECTED

VIA INFINIBANC QDR INTERCONNECTS.
CLUSTER HAS 250TB OF FAST

SCRATCH STORAGE SPACE IN THE

LUSTRE FILE SYSTEM. A HIGH SPEED
40GBE INTERCONNECT TO THE
SUPPORTING ENVIRONMENT IS

PROVIDED.




BIG DATA

—

BiG DATA CLUSTER CONFIGURATION
CONSISTING OF 40 -10GBE
INTERCONNECTED NODES WITH DUAL
8 CORE SERVERS WITH 128GB DDR3
MEMORY, DUAL 10GBE
INTERCONNECTS, 24-2TB DRIVES AND
DUAL PSU’s. HiIGH SPEED 40GBE
CONNECTIONS TO THE SUPPORTING
ENVIRONMENT ARE PROVIDED.




HIGHLY AVAILABLE COMPELLENT
STORAGE WITHCLUSTERED NASINFS/
CIFS CAPABILITIES, 30 ENCLOSURES
WITH 12-3TB (360) 7.2K DRIVE, 1PB
REPLICATED TO 2PB CAPACITY ARRAY VIA
FCIP FABRIC EXTENSION BRIDGE.
10807TB

FCIP Replication via Fabric Extension

HIGHLY AVAILABLE COMPELLENT
STORAGE CONSISTING OF 21
ENCLOSURES WITH 12- 4T8B (252) 7.2K
DRIVES. REPLICATION TARGET FOR
PRIMARY ETL INGESTION ARRAY.
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Internet 2

Software Defined Data Center
ApplicationsRaaS

SDNOpenFlow

GPU/
-

OpenStack




NGCC Data Science Research Platform

Context

Ontologies

Data
Elements/
Information
Models

Middleware

Analytic  Transact

w General
Purpose

w Genomic
w Big Data

w

Data 0
Resources

A File System
A Relational
A Key/Value

Clinical
Research

w Life

Science
Research

Qualitative
Research




NGCC Data Science Research Platform Content

CRF
Ana|yt|c Transact | Instrument
Context « General - cyincy - R
Ontologies Purpose Research | D-o-cument
Data - G.enom|c w Life S Filing
Elementss @ Big Data Science Cup T Practice
Information Research ; L Guidelines
Models Data w Qualitative Physician
Middleware Resources Research Experience
A File System .
A Relational ' oy W'et.) site
A KeyNalue ™ | | | ; Y. A Wik
.« A Media

Social
media







