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Cloud
is where 

big compute
meets

big data



Discovery, analysis, visualization
Å Simulation-driven and data-driven design and discovery

Examples
Å High-energy physics

Å Weather modeling

Å Fluids, structures, materials analysis

Å Thermal and electromagnetic simulations

Å Genomics, proteomics and molecular dynamics

Å Seismic and reservoir simulations

Å 3D rendering and visualizations

Cloud unlocks data-driven simulations at massive scale

Scalability for a Simulation-Driven World



Example in High Energy Physics



Finding patterns

and correlations 

This is

Big Data



Building new models, running simulations

This is

Big Compute



High Throughput Computing at Scale





HGST applications for engineering:

V Molecular dynamics, CAD, CFD, EDA

V Collaboration tools for engineering

V Big data for manufacturing yield analysis

Partner:

What About Enterprise HPC?

Running drive-head 

simulations at scale:

Millions of parallel parameter 

sweeps, running months of 

simulations in just hours.

Over 85,000 Intel cores 

running at peak, using EC2 

Spot instances



Virtual screening of 10 million compounds against a cancer target

Å Approximately 87,000 compute cores at peak

Å Estimated 39 years of computational chemistry performed in 9 hours

Å Three candidate compounds successfully identified

Cloud for Better Medicine

Steve Lister, PhD
Global Head of 

Scientific Computing

Novartis



TLG Aerospace, LLC (TLG) is an aerospace engineering services 
company dedicated to providing our customers with reliable, 
efficient design, analysis and certification for new and 
modified aircraft and related aerospace products. TLG 
specializes in full vehicle analysis and optimization including 
static and dynamic loads, flutter, stability and control, 
aerodynamic design, Computational Fluid Dynamics (CFD) 
analysis, FAA certification and aircraft performance and 
handling qualities. 

Not Just for Embarrassingly Parallel Applications



Trek applications for engineering:

V Computational Fluid Dynamics

V Star-CCM+ and HEEDS software

Partner:

Example in Product Design and Engineering

Simulations for bicycle design:

Execute multiple simulations in 

parallel

Fully explore the design space to 

make informed decisions about 

drafting techniques related to 

competitive bicycling 



Mapping Use-Cases
Cluster (Tightly Coupled)
Benefits from low-latency interconnect for horizontal scaling

Grid (Loosely Coupled)
Benefits from access to large numbers of CPU cores for horizontal scaling

Data Light
Minimal 

requirements for 

high performance 

storage

Data Heavy
Benefits from 

access to high 

performance 

storage

Fluid dynamics

Weather forecasting

Materials simulations

Crash simulations

Risk simulations

Molecular modeling

Contextual search

Logistics simulations

Animation and VFX

Semiconductor verification

Image processing/GIS

Genomics

Seismic processing

Metagenomics

Astronomy

Deep learning



Cluster HPC and Grid HPC on the Cloud

Cluster HPC

Tightly coupled, 

latency sensitive 

applications

Use larger EC2 

compute instances, 

placement groups, 

Enhanced Networking

Grid HPC

Loosely coupled, 

pleasingly parallel 

Use a variety of EC2 

instances, multiple 

AZs, Spot, Auto 

Scaling, SQS

Grids of Clusters

Use a grid strategy on the cloud 

to run a group of parallel, 

individually clustered HPC jobs



Global Infrastructure

Scale Matters:



Agility is Enabled by Global Scale 



Example AWS Region

AZ

AZ

AZ AZ AZ

Transit

Transit



Example AWS Availability Zone

AZ

AZ

AZ AZ AZ

Transit

Transit



AWS Machine Images and Instances 

AMI
Instance types

General Purpose: M1, M3, M4, T2

Compute Optimized: C1, CC2, C3, C4

Memory Optimized: M2, CR1, R3, X1

Storage Optimized: HI1, HS1, I2, D2

GPU: CG1, G2

Micro: T1, T2



Performance Factors: CPU

Intel ® Xeon E5-26xx v2 and v3 CPUs

Å Up to 2.9 GHz, Turbo enabled up to 3.6 GHz

Å Intel® Advanced Vector Extensions (Intel® AVX):

Å M4 is our newest instance type:

Å Up to 40 vCPUs (20 physical cores)

Å Up to 160GB RAM per instance

X1 instance type coming soon

Å Up to 128 vCPUs (64 physical cores)

Å Up to 2TB RAM



Performance Factors: Networks

AWS Proprietary Networking

Å Highest performance in largest EC2 instance sizes

Å Full bi-section bandwidth in placement groups, 

with no network oversubscription

Å Capable of supporting millions of secure Virtual 

Private Cloud customer environments, with 

consistently high performance

Enhanced Networking

Å Available on C3, C4, M4, R3, I2, D2, X1

Å Over 1M PPS performance, reduced instance-to-

instance latencies, more consistent network 

performance via SR-IOV



Virtual Private Cloud (VPC)

VPC Connectivity options: 
http://media.amazonwebservices.com/AWS_Amazon_VPC_Connectivity_Options.pdf

http://media.amazonwebservices.com/AWS_Amazon_VPC_Connectivity_Options.pdf


Simulation Farm Example

Shared File Storage

Cloud-Based, Auto-Scaling

Simulation Farm on EC2

License Managers and Cluster Head Nodes

with Elastic Network Interfaces

3D Graphics Virtual Workstation

Remote Graphics

AWS Direct Connect

On-Premises IT 

Resources

Thin or Zero Client

- No local data -

Storage Cache

Amazon S3



In a secure Virtual Private Cloud

Automation and Auto Scaling allows easier 

HPC management and monitoring



CfnCluster

Build and manage High 

Performance Computing 

(HPC) clusters on AWS.

Use standard HPC tools 

such as schedulers, shared 

storage, and an MPI 

environment.


