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Cloud

IS where

big compute

meets

big data
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Scalability for a Simulation-Driven World

Discovery, analysis, visualization
A Simulation-driven and data-driven design and discovery P |

Examples

High-energy physics

Weather modeling

Fluids, structures, materials analysis

Thermal and electromagnetic simulations
Genomics, proteomics and molecular dynamics
Seismic and reservoir simulations

3D rendering and visualizations
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Cloud unlocks data-driven simulations at massive scale
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Example in High Energy Physics




Finding patterns
and correlations

This is

Big Data

TE(‘H TIMES PERSONALTECH BIZTECH FUTURE TECH
Scientists; Evidence Of New, Unknown

Particle?

By Jim Algar, Tech Times | January 12, 9:52 AM

An anomaly in data from particle collisions in the Large
Hadron Collider has researchers scratching their heads. Is
this evidence of new particles that could tum the Standard
Madel of Physics on its head?

(Photo : Getty Images)
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An unexpected "bump” in the
data coming out of collision
experiments with the Large
Hadron Collider in Switzerland
has scientists wondering if
they've witnessed evidence of
previously-unknown subatomic
particles.

The collision, which cannot be
explained by the Standard
Model of physics, may have
been evidence of a previously-
undiscovered particle, or maybe
even two particles, researchers
say.




Building new models, running simulations

This is

Big Compute
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2% Fermilab

Results from the CMS Use Case

« All CMS requests fulfilled for the “Moriond” conference

— 2.9 million jobs, 15.1 million wall hours
» 9.5% badput — includes preemption from spot pricing
» 87% CPU efficiency

— 518 million events generated

/DYletsTolLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/RunliFall15DR76-PU25nsData2015vl_76X_mcRun2_asymptotic v12_ext4-v1/AODSIM
/DYletsToLL_M-10t0o50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/RunliFall15DR76-PU25nsData2015vl_76X_mcRun2_asymptotic v12_ext3-v1/AODSIM
[TTlets_13TeV-amcatnloFXFX-pythia8/RunliFall15DR76-PU25nsData2015v1l_76X_mcRun2_asymptotic_vi2_ext1-v1/AODSIM
/WietsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/RunliFali15DR76-PU25nsData2015vi_76X_mcRun2_asymptotic_v12_ext4-vi/AODSIM
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What About Enterprise HPC?

Cool-to-Cold
Storage

Active @ /—-—-g

Archive

Cloud / y .
Storage R

o >
HGST applications for engineering:
V Molecular dynamics, CAD, CFD, EDA
V Collaboration tools for engineering
V Big data for manufacturing yield analysis

. CYCLE
Partner: COMPUTING

Running drive-head
simulations at scale:

Millions of parallel parameter
sweeps, running months of
simulations in just hours.

Over 85,000 Intel cores
running at peak, using EC2
Spot instances

L]
l.l amazon
web

s services



Cloud for Better Medicine ') NOVARTIS

Virtual screening of 10 million compounds against a cancer target
A Approximately 87,000 compute cores at peak

A Estimated 39 years of computational chemistry performed in 9 hours
A Three candidate compounds successfully identified

Novartis Uses AWS to Conduct 39 Years of Computational Chemistry In 9
Hours (6:14)

AW '
S Delivered Unheard of Processing

o el Steve Lister, PhD
o Global Head of

Scientific Computing
Novartis
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Not Just for Embarrassingly Parallel Applications

<'fT

LG AEROSPACE

TLG Aerospace, LLC (TLG) is an aerospace engineering ser
company dedicated to providing our customers with reliable,
efficient design, analysis and certification for new and
modified aircraft and related aerospace products. TLG
specializes in full vehicle analysis and optimization including
static and dynamic loads, flutter, stability and control,
aerodynamic design, Computational Fluid Dynamics (CFD)
analysis, FAA certification and aircraft performance and
handling qualities.



Example in Product Design and Engineering

Trek applications for engineering:
V Computational Fluid Dynamics
V Star-CCM+ and HEEDS software

Partner: -Ef'a-. b resca |e
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Simulations for bicycle design:

Execute multiple simulations in
parallel

Fully explore the design space to
make informed decisions about
drafting techniques related to
competitive bicycling
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I\/Iapping Use-Cases

Cluster (Tightly Coupled)

Benefits from low-latency interconnect for horizontal scaling

Fluid dynamics Seismic processing
Weather forecasting Metagenomics
Materials simulations Astronomy
. Crash simulations Deep learnin
Data Light P J
Minimal
requirements for
high performance ] ) ) _ _
storage Risk simulations Animation and VFX
Molecular modeling Semiconductor verification
Contextual search Image processing/GIS
Logistics simulations Genomics

R g8

@--1--@ Grid (Loosely Coupled)

(1 \‘ Benefits from access to large numbers of CPU cores for horizontal scaling

Data Heavy
Benefits from
access to high
performance
storage
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Cluster HPC and Grid HPC on the Cloud

Cluster HPC

Tightly coupled,
latency sensitive
applications

Use larger EC2
compute instances,
placement groups,

Enhanced Networking
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Grid HPC

Loosely coupled,
pleasingly parallel

Use a variety of EC2
instances, multiple
AZs, Spot, Auto
Scaling, SQS

Grids of Clusters

Use a grid strategy on the cloud
to run a group of parallel,
individually clustered HPC jobs
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Scale Matters:
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Global Infrastructure
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Agility Is Enabled by Global Scale




Example AWS Region
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AZ Transit y

+ Mesh.6f Availability Zones (AZ) and
AL AZ AZ Transit Centers

. Rédundant paths to transit centers
-// Transit centers connect to:

/

AZ Transit )| , — Private links to other AWS regions

/
/ — Private links to customers

— Internet through peering & paid transit
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Example AWS Avalilability Zone

Data Center ‘
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,7» 30+ AZs world-wide
.=+ Allregions have 2 or more AZs

« Each AZis 1 or more large data
centers
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AWS Machine Images and Instances
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Launch instances

of any type

Instance
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Instance types
General Purpose:

Compute Optimized:

Memory Optimized:

Storage Optimized:
GPU:

Micro:

M1, M3, M4, T2
C1,CC2,C3,C4
M2, CR1, R3, X1
HI1, HS1, 12, D2
CG1, G2
T1, T2
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Performance Factors: CPU

Intel ® Xeon E5-26xx v2 and v3 CPUs
A Up to 2.9 GHz, Turbo enabled up to 3.6 GHz oy (T e——
A Intel® Advanced Vector Extensions (Intel® AVX): 8

A M4 is our newest instance type: ¢

A Up to 40 vCPUs (20 physical cores)
A Up to 160GB RAM per instance

X1 instance type coming soon
A Up to 128 vCPUs (64 physical cores)

A Up to 2TB RAM
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Performance Factors: Networks

AWS Proprietary Networking
A Highest performance in largest EC2 instance sizes

A Full bi-section bandwidth in placement groups,
with no network oversubscription

A Capable of supporting millions of secure Virtual
Private Cloud customer environments, with
consistently high performance

Enhanced Networking
A Available on C3, C4, M4, R3, 12, D2, X1

A Over 1M PPS performance, reduced instance-to-
Instance latencies, more consistent network
performance via SR-IOV
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Virtual Private Cloud (VPC)

(" ™

Clients Clients

EC2 Instances AWS Public
VPC Subnet 1

Direct fonnect
Logical Cpnnection Customer WAN

T
LA,

Virtual AWS Direct VPN
irtua =
. Connect
Private Connection
Gateway
ECZ Instances
VPC Subnet 2
i Remote
AWS Direct Servers
Connect Locatiog Customer
Amazon VPC Remote Network
L A A A
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VPC Connectivity options:
http://media.amazonwebservices.com/AWS _Amazon_VPC_Connectivity Options.pdf amazon
webservices



http://media.amazonwebservices.com/AWS_Amazon_VPC_Connectivity_Options.pdf

Simulation Farm Example

Amazon S3
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3D Graphics Virtual Workstation .
J
-
License Managers and Cluster Head Nodes
with Elastic Network Interfaces .
\

(Cloud—Based, Auto-Scaling

Simulation Farm on EC2
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Shared File Storage Storage Cache
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AWS Direct Connect

Thin or Zero Client
- No local data -

On-Premises IT
Resources
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Automation and Auto Scaling allows easier

HPC management and monitoring

VA

A

In a secure Virtual Private Cloud amazon
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CfnCluster

Build and manage High
Performance Computing
(HPC) clusters on AWS.

Use standard HPC tools
such as schedulers, shared
storage, and an MPI
environment.
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