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The Ever-Growing Demand for Higher Performance
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Exponential Data Growth – The Need for Intelligent and Faster Interconnect

CPU-Centric (Onload) Data-Centric (Offload)

Faster Data Speeds and In-Network Computing Enable Higher Performance and Scale

Must Wait for the Data

Creates Performance Bottlenecks
Analyze Data as it Moves!
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Data Centric Architecture to Overcome Latency Bottlenecks

HPC / Machine Learning

Communications Latencies of 30-40us

HPC / Machine Learning 

Communications Latencies of 3-4us

CPU-Centric (Onload) Data-Centric (Offload)

Intelligent Interconnect Paves the Road to Exascale Performance

Network In-Network Computing
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In-Network Computing to Enable Data-Centric Data Center  
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In-Network Computing Key for Highest Return on Investment 
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In-Network Computing to Enable Data-Centric Data Center  
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In-Network Computing Key for Highest Return on Investment 

CORE-Direct

RDMA

Tag-Matching

SHARP v1/v2

Programmable
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In-Network Computing and Acceleration Engines

RDMA

GPUDirect
Collectives

Tag Matching Security

Storage

Network

Transport

Most Efficient Data Access and Data Movement 

for Compute and Storage platforms, SRIOV for 

HPC Clouds

200G with <1%CPU Utilization

10X Performance Improvement with GPUDirect

CORE-Direct and SHARP Technologies 

Executes and Manages Data Aggregation 

and Reduction Algorithms

Accelerates MPI, PGAS/SHMEM and UPC

Communication Performance, Accelerates 

Machine Learning Training Algorithms

MPI Tag-Matching Offload

MPI Rendezvous Protocol Offload

Accelerates MPI Application Performance

All Communications Managed and Operated by 

the Network Hardware; Adaptive Routing and 

Congestion Management, Dynamic Connected 

Transport (DCT)

Maximizes CPU Availability for Applications, 

increases Network Efficiency and Scalability

NVMe over Fabrics Offloads, T10-DIF and 

Erasure Coding offloads

Efficient End-to-End Data Protection, 

Background Check-Pointing (burst-buffer) and 

More. Increase System Performance and CPU 

Availability

Data Encryption / Decryption (IEEE XTS standard) 

and Key Management; Federal Information 

Processing Standards (FIPS) Compliant

Enhances Data Security Options, Enables 

Protection Between Users Sharing the Same 

Resources (Different Keys)
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MPI Tag-Matching Offload Advantages
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Mellanox In-Network Computing Technology Deliver Highest Performance 

 31% lower latency and 97% lower CPU utilization for MPI operations 

 Performance comparisons based on ConnectX-5



© 2017 Mellanox Technologies 9

SHARP Performance Advantage

 MiniFE is a Finite Element mini-application 

• Implements kernels that represent 

implicit finite-element applications

10X to 25X Performance Improvement

AllReduce MPI Collective
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HPC-X with SHARP Technology

HPC-X with SHARP Delivers 2.2X Higher Performance over Intel MPI

OpenFOAM is a popular computational fluid dynamics application
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Proven Advantages

 Scalable, flexible, high performance, high bandwidth, end-to-end connectivity

 Standards-based and supported by the largest eco-system

 Supports all compute architectures: x86, Power, ARM, GPU, FPGA etc.

 Native Offloading architecture

 RDMA, GPUDirect, rCUDA, SHARP and other accelerations

 Backward and future compatible

Scalable HPC Depends on Mellanox
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Media Resources

Link to the article Link to the article Link to the article

Link to the article Link to the article Link to the article

http://insidehpc.com/2016/07/orionx-reports-position-infiniband-as-the-leading-hpi-technology-and-mellanox-the-leading-vendor/
http://insidehpc.com/2016/01/infiniband-enables-intelligent-networks/
http://insidehpc.com/2016/04/slidecast-advantages-offloading-architectures-hpc/
http://insidehpc.com/2016/03/co-design-exascale/
https://www.hpcwire.com/2016/04/12/interconnect-offloading-versus-onloading/
https://www.hpcwire.com/2016/06/18/offloading-vs-onloading-case-cpu-utilization/
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Media Resources

Link to the article

Link to the webinar

Link to the article Link to the article Link to the Session Video

Link to the article

http://www.nextplatform.com/2016/07/14/ranking-high-performance-interconnects/
http://www.mellanox.com/webinars/2016/key-driver-to-hpc-performance-gains/
http://insidehpc.com/white-paper/insidehpc-guide-to-co-design-architecture/
http://www.forbes.com/sites/moorinsights/2016/11/21/mellanox-hdr-infiniband/#2455e580538d
https://www.facebook.com/MellanoxTech/videos/10154067595074117/
https://www.nextplatform.com/2017/01/13/interplay-hpc-interconnects-cpu-utilization/
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