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Sequoia is a story about a 

partnership that created a unique  

tool for scientific simulation 
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Spawned a decade of a partnership with IBM and ANL to 
create the Blue Gene line of computers, sharing the costs 

and the risks 

Total Cost of 
Ownership 

Facility 
demands 

and yet 

Computing 
Power (UQ) 

App code 
changes 

Few or 
no 
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Most power and space efficient supercomputer today 

ɆEach rack of BG/Q has 1,024 16-core compute nodes  
(209TF/sec peak) 

ɆCan scale to 512 racks achieving 100 PF/sec peak 

Highly scalable 
homogeneous 

system 

ɆFull-featured Linux on service, front end, and I/O nodes 

ɆLightweight Compute Node Kernel (CNK) 

ɆStandards based program env. (e.g., OpenMP3.0, GNU tools) 

Open source 
and standards-

based 
programming 
environment 

Ɇ5D torus for tremendous bisection bandwidth 

ɆSpeculative execution, transactional memory, fast thread 
handoff 

ɆPartitionable application isolation with reproducible runtime 
results 

Efficient 
operational 

characteristics 
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ÁBasic Field Replacement Unit of a BlueGene/Q system 

ÁCompute Card has 1 BQC chip + 72 SDRAMs  (16GB DDR3)  
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Á204.8 GLOPs Peak 

Á16 + 1 cores SMP 

ÁCores 1.6 GHz 

Á4-way hw threads 

ÁQuad SIMD FPU 

Á32 M shared L2 

cache 
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Á Power efficient processor chips allow dense packaging 

Á High bandwidth / low latency electrical interconnect on-board 

Á Compute Node Card assembly is water-cooled   (18-25ºC  above dew point) 

Á Redundant power supplies 
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Á 20 PF/s peak 

Á Memory 1.5 PB, 4 PB/s BW 

Á 1.5M Cores, 6M threads 

Á 50 PB Disk

Á 9.6MW max power; 4,000 ft2 

Á Third-generation IBM BlueGene 
 

ÅRun 24 simultaneous Purple-class Integrated Design Code  calculations 

while also runningé. 

ÅWeapons science at 4 PF sustained 
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Sequoia at glance 

Mission requirements 
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18 SU Zin - TLCC2 ɀ ASC  

Sep 30: Retire BGL, lscratch1 (10/31) 18 SU Zin ɀ Moved to Classified 

Full Sequoia file system 
500GB/s, 50PB 

Sequoia Acceptance 

April 1 2012 Rhea, Minos retirement 

CY 2009 CY 2008 CY 2010 CY 2011 CY 2012 CY 2013 CY 2014 

             Scalable Application Preparation Project 

Dawn(BG/P) Early Demonstration System in Production 

Sequoia Acceptance 

Production 
Sequoia 

Statement of Work Finalized 

Sequoia Facilities Preparation 

Sequoia Delivery 

Sequoia File System Delivery 

File System  
Integration 

Sequoia Integration 
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ÁCustom designed receptacles 
Å Reduced under-floor congestion 

Å All 4 feet of subfloor are packed 

ÁMechanical room requirements:  
91% liquid cooled and 9% air cooled 
Å New tertiary CHW loop 

ÅGPM/rack = 25 to 30 

ÁElectrical requirements:  
100 kW/rack = 9.6MW 

ÁCooling monitoring 
Å Utility grade monitoring and control system 

ÁPhysical requirements 
Å 96 racks in 4,000 ft2 

Å 4,500 lbs/racks = 210 tons total 
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