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Thank You To Our Sponsors!
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ABright Computing
ACycle Computing
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AParallel Scientific

AM Break - Cycle Computing
Lunch - Cray

PM Break - Bright Computing
Tuesday Dinner - HP & Intel
Wednesday Breakfast - IBM
AM Break - Mellanox

Lunch - Altair

PM Break - Parallel Scientific
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Important Dates For Your Calendar

FUTURE HPC USER FORUM MEETINGS:

2013 Meetings:
A October 1, 2013 in South Korea

2014 Meetings:
A April 7to 9, Santa Fe, New Mexico
A Riken, Japan, Data TBD
A September 15 to 17, Seattle, Washington
A October 2014 in Europe
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Monday Dinner Vendor Updates: 10 Minutes
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A Mellanox

A Cray

A Cycle Computing

A Mu Sigma

AIBM

A Parallel Scientific Labs
A Altair

A Xyratex
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Introduction: Logistics

Ask Mary If you need a receipt

We have a very tight agenda (as usual)
A Please help us keep on time!

Review handouts
A Note: We will post most of the
presentations on the web site
A Please complete the evaluation form
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Agenda: Day One Morning

8:05am Meeting Welcome and Announcements
A Welcome to Boston, IDC and the Fiftieth HPC User Forum, Vernon Turner
A Chairman's and Co-chairman's Welcome, Jim Kasdorf and Rupak Biswas
8:15am HPC Market Update, Earl Joseph, Steve Conway and Chirag Dekate
Morning Session Chair: Jim Kasdorf
Focus Area: HPC in the Life Sciences
A Big Data Methods for Developing New Pharmaceuticals, Jerome Baudry,
University of Tennessee
A Public Health Applications of HPC, Shawn Brown, Pittsburgh
Supercomputing Center
A From Personalized Medicine to Clean Energy Production: Accelerating
Multicellular Biological System Simulation Using BioCellion, Seunghwa Kang,
Pacific Northwest National Laboratory

10:30am Break
11:00am Focus Area: HPC in the Life Sciences
A The Translational Genomics Research Institute and Pediatric Cancer, Glen
Otero, Dell
A HPC Software Applications for Biotechnology, Jaques Reifman, US Army
Medical Research and Materiel Command
12:00pm State Of The Art Tools For Scientist And Analyst Productivity, Eng Lim Goh,
SGI
12:15pm Networking Lunch
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Welcome

Jim Kasdorf
" HPC User Forum
Chairman

And

- Rup ak Biswas
HPC User Forum
Vice Chairman
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HPC User Forum Mission

To Improve The Health Of The
High Performance Computing Industry

Through Open Discussions, Information-
sharing And Initiatives Involving

HPC Users In Industry, Government And
Academia

Along With HPC Vendors
And Other Interested Parties
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Steering Committee Members

T

A James Kasdorf, Pittsburgh Supercomputing Center, Chairman
A Rupak Biswas, NASA Ames, Vice Chairman

A Earl Joseph, IDC, Executive Director

A Swamy Akasapu, General Motors

A Vijay Agarwala, Penn State University

A Alex Akkerman, Ford Motor Company

A Doug Ball, The Boeing Company

A Jeff Broughton. NERSC/Lawrence Berkeley National Lab

A Paul Buerger, Avetec

A Chris Catherasoo, Caltech

A Jack Collins, National Cancer Institute

A Steve Conway, IDC Research Vice President

A Steve Finn, Cherokee Information Services

A Merle Giles, NSCA/University of Illinois

A Keith Gray, British Petroleum

A Doug Kothe, Oak Ridge National Laboratory

A Jysoo Lee, National Institute of Supercomputing and Networking
A Paul Muzio, City University of New York

A Michael Resch , HLRS, University of Stuttgart
A Vince Scarafino, Industry Expert TR
A Suzy Tichenor, Oak Ridge National Laboratory |6‘§‘é"ﬁ' ’Fé‘nu"ﬁl




IDC HPC
Market Update




2013 New IDC HPC Research Areas

Special HPC Research Areas & Reports:
A Anew CISi HPDA
A A deeper investigation into the lower half of the HPC market,
Including SMBs and SMSs
A The evolution of government HPC budgets
A Emerging markets including China, Russia, etc.
A The evolution of clouds in HPC and 5 year cloud forecasts
A Scaling of software 1 issues and solutions
Redefining and expanding our market tracking methods:
A Supercomputers, big data, clouds, tracking accelerators, and the
missing middle, etc.
New And Potentially Disruptive Technologies:
A Big data -- HPDA
A Co-processors
A All types of flash/SSDs
A New software solutions
A Government programs to help bring to market new capabilities
The ROI With HPC

|t




Top Trends in HPC

— r—

The global economy in HPC is growing again:
A2010 grew by 10%, to reach $9.5 billion
A2011 grew by 8.4% to reach $10.3 billion
AHPC revenue for 2012 exceeded $11B
Al1&2 Q13 -- The lower half of the market is growing again
AWe are forecasting ~7% growth over the next 5 years
Major challenges for datacenters
APower, cooling, real estate, system management
AStorage and data management continue to grow in
Importance
Software hurdles continue to grow
The worldwide Petascale Race is in full speed

Big Data and accelerators are hot new technologies
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IDC HPC Competitive Segments: 2012
E 48 a8 A = R

Servers
$11B

Workgroup
Supercomputers (under $100K)
(Over $500K) $1.2B
$5.6B

Divisional Departmental
($250K - $500K) ($250K - $100K)
$1.2B $3.0B
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HPC WW Market Trends:
By Competitive Segments

——

11/12

Segment 2010 2012 Growth
csl-Supercomputer 3,473,377 4,370,194
cs2-Divisional

cs3-Departmental

csd-Workgroup

Total Sum of WW Rev 10,300,058 11,097,721
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HPC WW Market Tren
By System Units Sold

T T——

Segment

ds:

2011

2012

11/12
Growth

csl-Supercomputer

2,908

2,337

-17.6%

cs2-Divisional

3,724

3,630

-2.0%

cs3-Departmental

20,825

17,108

-17.1%

csd-Workgroup

54,2594

80,692

-4.3%

Total Sum of WW Unit

111,351

103,847




HPC WW Market Trends:.
By Processors Sold

T T——

11/12
CPU Type 2010 2011 2012 Growth

EPIC 62,419 35,300 14,300 -58.1%

RISC 98,938 197,163 238,333 31.1%

RISC-BG 44,925 13,870 201,221 1350.8%

Vector 288

x50-04 2,738,982 | 2,922,042 | 3,001,340

Grand Total 2,965,575 | 3,168,375 | 3,475,914
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11/12
nITtr 2010 2011 2012| Growth
IBM 2,819,087 3,362,098 3,331,723 5.6%
HP 3,017,535 3,307.427 3,419,554 3.4%
Dell 1,462,995 1,493,255 1,493,172 0.0%
Cray 273,225 155,620 333,800 127.3%
5Gl 258,959 225,741 256,400 13.6%
sSun 178,227 72,630
Fujitsu 134,556 120,351 bab,637 470.5%
NEC 102,429 54,141 64,112 -23.8%
Appro 103,665 135,360 111,648 -17.5%
Hitachi 29,257 62,802
Dawning 63,469 102,923 115,359 12.1%
Bull 106,112 327,536 o0,494 -81.5%
Other 912,747 547,140 954,803 16.3%
Grand Total 9,495,323 | 10,300,058 | 11,097,721 7.7%




HPC WW Market Trends:

A 17 Year Perspective
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HPC Forecasts:

By Verticals/Application Areas

2010 2011 2016 |
Bio-Sciences 51,240,127 51,231,663 51,722 388 6 6%
CAE 51,013,233 51,085 308 51,714 457 9.4%
Chemical Engineering 5193739 51582789 52513492 5. 5%
DCC & Distribution 5319 348 5360026 58658.923 8.8%
Economics/Financial 5233.607 5270204 472013 11.1%
EDAJIT / ISV 5304 187 5662 674 51,000,333 8 8%
(Gensciences 5378353 5633.85¢8 SO06.900 b.6%
[Mech Design and Drafting $73.316 563,102 5701281  4.6%
Defense 5219 338 51.004.632 51380730 b.6%
Government Lab 51467110 $2.078.02¢9 52,714 603 5.5%
University/Academic §1.762.777 51900883 52.526.773 5 9%
VWeather 5388733 5433.999 5601383 5.8%
Cither 5108912 594.70 5137.736 7.8%
Total Revenue 50.116.223 510,300,035 514,386,387 6.9%




HPC Forecasts:
By Competitive Segment

T
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The HPC Market Beyond The Servers:
The Broader HPC Market

T

The Broader HPC Market Growth to 2016
HPC Compute, Storage, Middleware, Application and Service Revenues, 2011 -- 2016 ($M

CAGR
2011 2012 2013 2014 2015 2016/ (11-16)
Server 10,300 | 11,031 | 11,910 | 12,778 | 13,839 | 14,621 7.3%]|
Storage 3664 | 3992| 4350 | 4739| 5163 | 5625| 8.9%
Middleware| 1,147 | 1233 | 1326 | 1426 1534 | 1650 | 7.5%f
Applicationg 3370 | 3,618 | 3,884 | 4169 | 4475| 4804 | 7.3%
Service 1,801 1,924 | 2056 | 2197 | 2348 2509 | 6.9%
Total 20282 | 21,799 | 23,526 | 25310 | 27,359 | 29209 | 7.6%
Source: IDC 2012

SDC
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Some Interesting
HPC Research
Findings




IDC HPC End-User MCS Study:
Study Background

e . . A i

A Surveys were conducted from January to May 2013

AThe sample represents 905 installed HPC servers
across 139 sites around the world
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IDC HPC End-User MCS Study:
Overall Plans For Purchasing Coprocessors

Q: What is your likely accelerator/co-processor
purchase plans for your NEXT technical server
purchase”?

AT78.4% said YES T they plan to purchase coprocessors
with their next HPC server

A This is more than double the 29.5% from our 2011 HPC
End-User MCS study
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The Current HPC Situation with SMES
and SMBs: Budgets

Average % of HPC Budget

Power Costs

Services & maintenance

Additional maney for big data analytics
Application Software

Software: middleware, compilers, etc.
Operating System

Storage hardware

Interconnect hardware

Server Hardware
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The Current SMB HPC Situation:
Application Scaling

What percentage of tlgapplications on your HPC systems fit
Into each of these categories?

Percentage

a. % Running on a single processar core

31.7%

b. % Running within a single processar or single
socket, but uses mulliple cores

40.0%

c. % Running on multiple processor sockets, but
anly within a single node

a7.0%

d. % Running on multiple nodes (up to 1,000
COres)

e. % Running on more than 1,000 but fewer than
10,000 processaor cores

f. % Running on more than 10,000 processaor
Cores

M =87

ER FORUM



The Current HPC SMB Situation:
Interconnects

T T—— —— o

;What IS Your Primary Interconnect Type (1B, 1G-Ethernet,
10G-Ethernet, other)?

Percentage

IB

15hE

10GhE

Other
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The Current SMB HPC Situation:
Retailer Of Storage System

W ——— — T

| From what vendor did you purchase your primary storage
subsystem(s)?

Vendor Percentage of Sample

HF
IBI
EMC

Metapp
Cell

|:|-".
i 'I'Il

Data Direct Metworks

Jracle / Sun
Bull

ther 11% |USIER Fo g;uz.ﬁl




The Current SMB HPC Situation:
What Is Wanted In Future HPC Systems

—— e e

Area Mentions

What are the Cost/better prices (16)
How It Fits In With Exiting Servers And Applications

top 3 attributes v (12)

oMl (=00 gl Higher Performance (9)
Scalability (8)

key selection Reliability/ Trustworthiness Of Provider (5]

criteria that Y(o]¥} ~pplication Integration And Use (5)

: : Cooling And Power Needs (4)
will use in your Low Power Consumption (4]

next Proof of ROI (4)
: Avallability (3

HPC/Technical Physical Size 3]

server or Improved Parallel Processing (2)
Fower Consumption (2]

Cluster Secutity (2)

purchase? Ease And Time Required For Installation
Extensibility/Expandable
Management Tools
Fay-As-You-Use Scalabilty
Reduced Set Up Costs

e Ed el Rl el 0 ] [ ] [N ) oy o o il ) i e




Barriers To Expanding The Use Of HPC
(For SME/SMBSs)

What do you see as the barriers to expanding your use of
HPC/technical computing?:

Average Rating

i.Lack of support by management

d. Power & cooling cost

c. Space limitations

f. Difficulties related to scaling our work
e. Ease-of-use issues

g. Lack of application availability

b. 3rd party applications costs

j.Programming hurdles with hybrid environments
h. Lack of knowledge, or staff

a. Financial barriers — budgets, costs




The Current SMB HPC Situation:
What Is Wa[\ted Ir_1 Partners

T

What are the key technical or business-partner-related
attributes that would cause you to rank one vendor's product
over another:

Area Mentions
IL'nderstanding our business 11
Competitive prices 5
Cuality of support, Readiness to enter into partnership 4
SUperior vendor support 4
=ize of vendor to be able support us, market position and availability and

range of hardware available. 4
Low pressure selling, constant interaction with us 4
kKonowledge of HPC and Big Data Analytics 2
Integrated management software to allow HPC to be supported by core |
technical staff maore easily 1
Availability of suitable hardware to buy and the availahility through the partner 1
Having a verical commercial specialization 1
Time of deployment, interconnects, elasticity 1
Distribution netwark, and number of expers 1




The Current SMB HPC Situation:
Potential of Public Clouds

T —— — ~w——

What do you see as the greatest opportunities for running

applications in public clouds?

Attributes

Mentions

2on demand access to capacity -- easy to scale up

YWhen the security and performance issues are fixed

Easy pay-as-you-use cost

Simplicity to procure and configure

Low costand easy to set up

If the large vendors such as HP and IBM can reduce prices whilst guaranteeing
performance and security then | can see big opporunity.

Femoves maintenance issUes

Availability to publish static cantent

Being able to cope with short term projects which produce a peakin load.

entralization of the application, easier to support the end users

During peak demand times we run out of compute capacity on existing systems

Easy of access to all our staff /client

ST TR T N e S IR

Access to your data from anywhere and at anytime.
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Questions?

Please emaill:
hpc@idc.com

Or check out:
www.hpcuserforum.com
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Agenda: Day One Morning

8:05am Meeting Welcome and Announcements
A Welcome to Boston, IDC and the Fiftieth HPC User Forum, Vernon Turner
A Chairman's and Co-chairman's Welcome, Jim Kasdorf and Rupak Biswas
8:15am HPC Market Update, Earl Joseph, Steve Conway and Chirag Dekate
Morning Session Chair: Jim Kasdorf
Focus Area: HPC in the Life Sciences
A Big Data Methods for Developing New Pharmaceuticals, Jerome Baudry,
University of Tennessee
A Public Health Applications of HPC, Shawn Brown, Pittsburgh
Supercomputing Center
A From Personalized Medicine to Clean Energy Production: Accelerating
Multicellular Biological System Simulation Using BioCellion, Seunghwa Kang,
Pacific Northwest National Laboratory

10:30am Break
11:10am Focus Area: HPC in the Life Sciences
A The Translational Genomics Research Institute and Pediatric Cancer, Glen
Otero, Dell
A HPC Software Applications for Biotechnology, Jaques Reifman, US Army
Medical Research and Materiel Command
12:00pm State Of The Art Tools For Scientist And Analyst Productivity, Eng Lim Goh,
SGI
12:15pm Networking Lunch

JUSER FORUM] '




Lunch Thanks to:
Cray

Please Return Promptly at 1:15pm
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Thank You To:
Cray
For Lunch




Agenda: Day One Afternoon

e

T

1:15pm

3:00pm
3:30pm

4:00pm
4:30pm
5:00pm

5:30pm
6:30pm

Afternoon Session Chair: Paul Buerger
Focus Area: HPC in the Life Sciences

A Bionformatics at GE Global Research, Chinnappa Kodira, GE

A ORNL-NIH Collaboration Using Social Media for Epidemiological
Research, Georgia Tourassi, Oak Ridge National Laboratory

A Modeling Biological Systems and Analyzing Large-Scale Data Sets, llya
Shmulevich, Institute for Systems Biology

A Accelerating Life Sciences and Personalized Medicine, Paolo Narvaez

Break

Update on the NSF Cyberinfrastructure, Irene Qualters, National Science

Foundation

Industrial Partnerships at Livermore Lab, Jeff Wolf, Lawrence Livermore

National Laboratory

The HPC Community: Idealists, Pragmatists or Hypocrites? Andy Jones,

Numerical Algorithms Group

Research Report on Parallel Random Number Generators, Raj Boppana,

University of Texas at San Antonio

Networking Break and Time for 1-on-1 Meetings

Special Dinner Event and quantum computing keynote presentation by

Charles Bennett, IBM Watson Research Center



Thank You To:

Bright Computhing
For The Break




Dinner Logistics

ASpecial Dinner Event

ASponsored by Intel and HP
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Welcome
To Day 2 Of The

HPC User Forum
Meeting
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Dinner
Thanks to:
Intel and HP

Breakfast
Thanks to:
IBM
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Agenda: Day Two Morning

8:00am Welcome and Introductions: Jim Kasdorf, Rupak Biswas, Earl Joseph and
Steve Conway
8:05am Morning Session Chair: Paul Muzio
Focus Area: Major Initiatives in Europe and Asia
A HPC Plans in South Korea, Jysoo Lee, NISN (National Institute of
Supercomputing and Networking)
A EU Flagship Project: The EU Human Brain Project, Felix Schuermann,
Ecole Polytechnique Fédérale de Lausanne
A Inspur and High Performance Computing in China, Leijun Hu, Inspur
9:30am Break '
10:00am A New PayPal Initiative: Big Data, HPC and Machine Learning, Arno
Kolster and Ryan Quick, PayPal, an eBay Company
10:30am Handling Large, Unsteady CFD Data, William Jones, NASA Langley
Research Center |
11:00am New Methods for Measuring and Calculating ROI in HPC, Earl Joseph,
Steve Conway and Chirag Dekate '
11:15pm HPC User Site Update, Wayne State University, Michael Thompson

12:00am Networking Lunch




Lunch Thanks to:
Altair Engineering

Please Return Promptly at 1:00pm
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