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Artificial Intelligence and Deep Learning



What is modern scope of AI?

• Typical definition of AI in academia:

AI is the study of computers and software capable of intelligent behavior

Scope of prominent
AI textbooks:

Common approaches: Common tools:

Reasoning Logic-based Search and optimization

Knowledge representation Knowledge-based Logic

Planning Embodied/situated Probabilistic methods

Learning Statistical Statistical learning methods

Natural language
processing

Agent/cognitive
architectures

Neural networks
(traditional and deep)

Perception Control theory

Robotics
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Formal and Theoretical Foundations of AI:

Highly Interdisciplinary – Many fields beyond CS and 

Engr.

• Philosophy -- logic, methods of reasoning
-- mind as physical system
-- foundations of learning, language, rationality

• Mathematics -- formal representation and proof
-- algorithms, computation, (un)decidability, (in)tractability
-- probability

• Economics -- formal theory of rational decisions
• Neuroscience -- plastic physical substrate for mental activity
• Psychology -- adaptation

-- phenomena of perception and motor control
-- experimental techniques (psychophysics, etc.)

• Control theory -- homeostatic systems, stability
-- simple optimal agent designs

• Linguistics -- knowledge representation
-- grammar

• Ethics -- norms of behavior 5



Brief history of AI
1943 McCulloch & Pitts:  Boolean circuit model of brain
1950 Turing’s “Computing Machinery and Intelligence”
1950s Early AI programs, including Samuel’s checkers program,   

Newell & Simon’s Logic Theorist, Gelernter’s Geometry Engine
1956 Dartmouth meeting:  “Artificial Intelligence” adopted
1966-74 AI discovers computational complexity;

Neural network research almost disappears
1969-79 Early development of knowledge-based systems
1980-88 Expert systems industry booms
1988-93 Expert systems industry busts:  “AI Winter”
1985-95 Neural networks return to popularity

1988+ AI + scientific method.  Resurgence of probability; general increase in 

technical depth. 

1997 IBM’s Deep Blue beats Gary Kasparov
2005+ Availability of very large data sets and faster computing lead to era of deep 

learning
2013+ AI systems surpass human capabilities in Atari games, image processing, 

speech recognition, game of Go 6



Long-term, Fundamental AI R&D 

Challenges

• Narrow AI:  solves specific task

– Source of much recent excitement, 
e.g. “deep learning”

– Open challenges: Making AI 
explainable, verifiable, safe, secure, 
trustworthy, accountable, etc.

• General-purpose AI:  can accomplish 
more than one task

– Open challenges: Uncertainty and 
noise, state space explosion, 
transfer learning, commonsense 
reasoning, etc.
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AI, Machine Learning and Deep Learning

AI
Machine
Learning

Deep 
Learning



Artificial Neuron

𝒙𝟏

𝒚

Learn a function 𝑓 such that 𝑦 = 𝑓(𝑥1, 𝑥2… , 𝑥𝐷,𝑊)

Inputs Output
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Artificial Neuron

Example: Perceptron

Σ
𝒘𝟏 ∙ 𝒙𝟏

𝒘𝟐 ∙ 𝒙𝟐

𝑦 = 1 if (𝑤1𝑥1 +𝑤2𝑥2) ≥ 𝑇

𝑦 = 0 if (𝑤1𝑥1 +𝑤2𝑥2) < 𝑇

Many other activation functions 
are possible eg. linear, logistic, 

hyperbolic tangent,rectified
linear units, etc.

Activation
Function



Artificial Neural Network

𝑥1

𝑥2

𝑥3

𝑥4

Inputs Hidden Units Output

Learn the weights from data using optimization 
techniques (eg. backpropagation)



Deep Learning

Big Data Compute Power Algorithms+ +

Deep Learning



Deep Neural Network

𝑥1

𝑥2

𝑥3

𝑥4

Inputs Lots of layers in here Output

⋯

⋯

⋯

Learn the weights from data using sophisticated optimization techniques



Examples of DNN Architectures

AlexNet (Krizhevsky, Sutskever and Hinton, 2012)

VGG-19 (Simonyan and Zisserman, 2015)

ResNet (He, Zhang, Ren and Sun, 2015)

Image from: He, K., Zhang, X., Ren, S
and Sun J. (2015). Deep Residual
Learning for Image Recognition,
CoRR, abs/1512.03385

abs/1512.03385



Deep Learning Output

Mapping from 
features

Additional 
layers of more 

abstract 
features

Simple features

Input

Output

Mapping from 
features

Hand-designed 
features

Input

Output

Hand-designed 
features

Input

Rule-based
Systems

Classic machine 
learning

Deep Learning

Modified version of image from:
Goodfellow, I., Bengio, Y. and
Courville, A. Deep Learning. MIT
Press.2016.
http://www.deeplearningbook.org

From:
https://googleblog.blogspot.co
m/2012/06/using-large-scale-
brain-simulations-for.html



Impressive results

From: https://research.googleblog.com/2015/07/how-google-translate-
squeezes-deep.html

From: Krizhevsky, A., Sutskever, I. 
and Hinton, G. (2012). ImageNet 
Classification with Deep 
Convolutional Neural Networks. 
Advances in Neural Information 
Processing Systems 25, 1097-1105..

Image Classification

Machine Translation

Speech Recognition
Image from: 
https://www.amazon.com/Amazon-
Echo-Bluetooth-Speaker-with-WiFi-
Alexa/dp/B00X4WHP5E

Deep Reinforcement Learning

From: https://deepmind.com/blog/deep-
reinforcement-learning/



The National Science Foundation



NSF’s Unique Role in Supporting AI R&D
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Low                                   Risk                                     High

NSFIndustry

High                       Market-relevance                         Low

Short-term             Length of invesment Long-term

Low                     Foundational/Basic                        High



What kind of research does NSF support?

• Quadrant model of scientific research (Stokes, 1997)

Pure Basic 

Research

Bohr

Use -inspired

Basic 

Research

Pasteur

Organizational

Data collection

Taxonomies

Pure Applied 

Research

Edison

Research
Inspiration

YES

Quest For
Fundamental 
Understanding

NO

Consideration of use
NO YES



Robust Intelligence Components and Interactions

Information 
Integration and 

Informatics

Cyber
Human 
Systems

robotics

human-robot 
interaction

computational
neuroscience

reasoning and 
representation

speech and 
language

computer
vision

data mining

information 
extraction

multi-agent 
systems

machine 
learning

collaborative 
systems

social 
computing

databases

bioinformatics

visual 
analytics

Robust 
Intelligence

augmented 
human 

intelligent 
interfaces



Paradigm for  Robust Intelligence

People

Computing

Information

Most Projects are Volumes in this Space

=> Intelligence

=> Knowledge



RI and National Priorities

Manufacturing, 
Robotics, & Smart 

Systems

Health & Wellbeing Education and 
Workforce 

Development

Secure Cyberspace Emergency Response 
& Disaster Resiliency

Transportation & 
Energy



Cross-Cutting Programs with AI Content

– National Robotics Initiative (NRI) 

– Smart and Connected Health (SCH)

– Smart and Connected Cities (SCC)

– Critical Techniques and Technologies for Advancing Big Data 

Science & Engineering (BIGDATA)

– Collaborative Research in Computational Neuroscience (CRCNS)

– Cyberlearning and Future Learning Technologies (CFLT)

– Smart and Autonomous Systems (S&AS)
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Discovery and Innovation Ecosystem

Universities 
and research 

labs

Public-
private 

partnerships

Scientists 
and 

engineers

Private
sector

Government

Venture
capital

Infrastructure

Universities 
and research 

labs

Scientists 
and 

engineers

Public-
private 

partnerships

Private
sector

Government 
investments

Infrastructure
Venture
capital



Deep Learning: What’s next?



Current Issues with Deep Learning

• Extremely compute-intensive

• Needs lots of data

• Lots of manual tuning required

• Lack of interpretability

• Struggles with reasoning tasks

• Lack of theory

• Great performance but “easily fooled”

From: Nguyen A, Yosinski J, Clune J. Deep Neural Networks are Easily Fooled: High Confidence Predictions 
for Unrecognizable Images. In Computer Vision and Pattern Recognition (CVPR '15), IEEE, 2015. 



Research: Generative Deep Learning

Award PI Institution Title

IIS-1718221 Alexander Schwing University of Illinois at 
Urbana-Champaign

Novel Generative Models for 
High-Diversity Visual Speculation

IIS-1717431 Zhuowen Tu University of 
California, San Diego

Unsupervised Discriminatively-
Generative Learning

Input Multiple Possible Outputs        

Input image from: P.-Y. Laffont, Z. Ren, X. Tao, C. Qian, and J. Hayes. Transient attributes for high-level understanding and 
editing of outdoor scenes. TOG, 2014
Output images courtesy of Alexander Schwing



Research: Deep Learning + …

Deep Learning + Reinforcement Learning

IIS -
1651843

Sergey Levine University of 
California-Berkeley

Deep Robotic Learning with 
Large Datasets: Toward Simple 
and Reliable Lifelong Learning 
Frameworks

IIS-1724191 Robert Platt Northeastern 
University

Learning manipulation skills 
using deep reinforcement 
learning with domain transfer

Deep Learning + Probabilistic Programming

IIS-1652950 David Wingate Brigham Young 
University

Blending Deep Reinforcement 
Learning and Probabilistic 
Programming

Deep Learning + Probabilistic Modeling

IIS-1718846 Jason Eisner Johns Hopkins 
University

Linguistic Structure in Neural 
Sequence Models



Research: Deep Learning and 

Neuroscience

Award PI Institution Title

IIS-1718550 Tom Griffiths Berkeley Leveraging Deep Neural 
Networks for Understanding 
Human Cognition

IIS-1734938 Jeffrey Siskind Purdue University Neuroimaging to Advance 
Computer Vision, NLP, and AI

Human brains and deep neural networks are trying to 

solve the same problems. Are the underlying latent 

representations similar and can we leverage them?



Research: Deep Learning and Natural 

Language Technologies

Award PI Institution Title

IIS-1714566 Yejin Choi University of 
Washington

Modeling Non-literal Meaning in 
Context

IIS-1718944 Carlos Busso University of Texas at 
Dallas

Integrative, Semantic-aware, 
Speech-driven Models for 
Believable Conversational Agents 
with Meaningful Behaviors

IIS-1656998 Yoav Artzi Cornell University Methods for Learning and 
Recovering Partially Embedded 
Logical Representations for 
Question Answering



Concluding remarks

• Deep learning: powerful tool for solving certain types 

of problems

• Researchers are finding clever ways to leverage the 

power of deep learning

• Computing needs will still remain high

• Many more exciting results to come!



Thank You



Deep Learning and Intelligence

“The vision systems of the eagle and the snake 

outperform everything that we can make in the 

laboratory, but snakes and eagles cannot build an 

eyeglass or a telescope or a microscope.”

- Judea Pearl


