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High Performance Computing is at cross-roads 
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Application 
Developer 
Challenges 

So focus all research on activities on exascale computing? 

Performance/Watt 
20MW in 2020? 

Massive Parallelism 
Hundreds of cores per CPU 
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System complexity 
Hierarchical Memory, 

Heterogenous Systems 

Average skilled 
programmer 
(versus short 

hardware 
innovation cycles) 
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Runtime and 
Hardware Errors 
System is up means? 

Very Large 
Computing Systems 

5.000+ nodes/ 
10.000 cycles latency 

Focus on Exascale High Performance Computing 
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EXASCALE COMPUTING 
ACTIVITIES 
Partnership for Advanced Computing in Europe (PRACE) 1IP/2IP 

Collaborative Research into Exascale Systemware, Tools and 
Applications 

Towards EXascale ApplicatTions (TEXT) 
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PRACE is building  

the top of the pyramid...  
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First production system 

available:  

1 Petaflop/s IBM BlueGene/P 

(JUGENE) at GCS (Gauss 

Centre for Supercomputing) 

partner FZJ 

(Forschungszentrum Jülich) 

Second production system 

available: Bull Bullx CURIE at 

GENCI partner CEA. Full capacity 

of 1.8 Petaflop/s  reached by late 

2011. 

Third production system available by the 

end of 2011: 1 Petaflop /s Cray (HERMIT) 

at GCS partner HLRS (High Performance 

Computing Center Stuttgart). Upgrade to 4-
5 Petaflop/s planned in 2013. 

Fourth production system available by mi 

2012: 3 Petaflop/s IBM (SuperMUC ) at 

GCS partner LRZ (Leibniz-

Rechenzentrum). 

Italy and Spain expect to deploy 

their own Tier-0 systems from 

2012. 

Tier -0 
 

Tier -1 
 

Tier -2 


